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1. INTRODUCTION

This paper is concerned with the determination of error bounds for
bicubic and biquintic spline interpolation over rectangular polygons. We
show thzt for smooth functions, the rate of convergence of the bicubic and
biquintic spline interpolants constructed in [12J on simple rectangular
polygons (explicitly: L-shaped and V-shaped regions) is of fourth order in
the bicubic case and of sixth order in the biquintic case, independently of
mesh ratios. This agrees with the results of Carlson and Hall [7] concerning
bicubic spline interpolation on a rectangle. For functions f E C~, they prove
the fourth-order convergence of bicubic spline interpolants over rectangles,
independently of mesh ratios. In addition, they obtain explicit bounds on
the constants involved. If one does not insist on such explicit bounds, one
can easily obtain analogous results in the biquintic case using tensor products
and the results of de Boor [3, 4J.

The results of Carlson and Hall [7] in turn extend the univariate result
that for f E C(2 P)[a, b], P == 2, 3, one obtains the error bound of best possible
order

li(f - 1,//)(j) II", ~ KiT2p- j IIjf2P) II", , o ~j ~p, (Ll)

where 1.-/1 is the spline interpolant of degree 2p - 1 to f satisfying

(l,/'f)(x;) = lex;),
(1,//)(j) (Xi) =, /(;)(X;),

i = 0, ... , JI;1,

i='O,M; j= l,"",p-l,

(1.2)

(1.3)

where iT = maxi I Xi+l - Xi I, and K is a constant which is independent off
and 17. For p = 2, this was proved in [2J, [4J, [9], and for p = 3 in [4].

In this paper, we let :!ll be a rectangular polygon and R = [a, b] X [e, dj
be the smallest rectangle containing :!ll. Let "iT = 171 X 71"2 be a rectangular
mesh defined on R containing all corners of :!ll and R as mesh points. We
also set Xo = a, Xl.I = b, Yo == C, YN = d. Let S2p (:!ll, 17) denote the subspace
of piecewise polynomials, or splines, on 17 (or more precisely the restriction
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of 7T to 2-f) which are of degree 2p - 1 in each variable and which belong
to C(2P-2,2P-2)(24'), the class of functions/defined on 2-f with/Ci,j) continuous
on 2-f, 0 :( i,j :( 2p - 2. In [12] a linear interpolation projector I;:,i?'l onto
S2P(2-f,7T) was constructed having the property that the spline interpolant
determined by this projector can be characterized by variational properties.
This generalizes the well-known result concerning spline interpolation in one
variable [1], and its extension by tensor products to rectangles [11, 12].

Except along edges and corners of 2-f which do not coincide with the
rectangle R, the interpolation conditions which define the interpolant of [12]
are identical to the conditions defining the spline interpolant of the same
degree on R obtained from univariate spline interpolation by taking tensor
products. Along these edges and corners, simple interpolation to normal
and cross-derivatives must be replaced by certain linear combinations of
interpolation to values and derivatives in order to obtain an interpolant
in S2P(,q,£, 7T) which can be characterized by variational properties. A precise
description of these interpolation conditions is given in Section 2. Also in
Section 2, we extend to general rectangular polygons a result for L-shaped
regions based on the variational property obtained in [11, Theorem 5]. We
do this not only for its own interest but because most of the estimates used to
prove this result will be needed to prove our main results in Sections 3 and 4.

2. CONVERGENCE RESULTS BASED ON THE VARIATIONAL PROPERTY

On C(P,P)(R) we define the inner product

P P

(J, g) = [J, g] +- I I [f(x; , y;)][g(Xi , y;)],
;~1 i=l

(2.1)

where
b d P .b

[J, g] = f f pP.P)(x, y) g(P,P)(x, y) dx dy +- I J j(P,O)(x, Yi) g(p,O)(x, Yi)
a C j=1 a

P j,d+- I PO,1J )(Xi ,y) g(O,P)(Xi ,y) dy,
i=l c

(2.2)

j = l, ,p,

i = 1, ,p,

where the Xi and Y; are chosen so that (x; ,y;), 1 :( i, j :( p, are contained
in 2-f. The completion of C(P,P)(R) with respect to the inner product (2.1) is
the Hilbert space R~'P with the properties

lei,;) E C[R], i < p, j < p,

PP-1,O)(X, Yi) is abs. cont.,f(p,O)(x, Yi) E £2[a, b],

/(O,P-1)(X i , y) is abs. cont., /lO,P)(Xi , y) E £2[c, d],

/(P-1,P-1) is abs. cont., j(P,P) E L2[R].
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Let E be the linear map on C(p,;>l(9P) given by
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on f!lt
on R\9P,

(2.3)

where V is a linear map satisfying

O~i~p-l,

on oJlt (\ a(R\~), where %n denotes the normal derivative. Thus
E[C(p<pj(~)]C Rf:'p. On C(P,P)(~) we define the inner product

(f, g)* = (Ej; Eg). (2A)

The completion of C(P,pj(~) with respect to the inner product (2.4) is the
Hilbert space 9P p

,p. The linear operator E then can of course be extended by
continuity to an operator defined on 9Pp ,p.

DEFINITION. We say that E defines a minimal extension of !JllP,P to R~':P

if its left inverse F defined by

Ff= FIg?

is norm reducing.
We now define the spline interpolant l;'/Hf The functionals, or inter­

polation conditions, which determine the projector r:'?/i are defined in terms
of the minimal extension E and the functionals \vhich determine the projector
1i:,R = 1;1 @ 11:

2
with range S2p (R,7T). Here 1:

1
is the projector defined by

(1.2)-0.3). Let the functionals 8~1l be defined by

j <p,

with 0" = 3~O).

The functionals which determine the spline interpolant I!:Rf are

where
A = {8 1M U {8(;)}P-I U {8(i)}P-I

1 XifO alb 1 ,

and

Let m == dim S2 p(9P, 7T) and assume that the mesh 7T is suitably refined so
that dim S2p(9P, 7T) ~ dim S2P(R, 7T). See [6, Section 3} for a discussion of
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this restriction. The spline interpolant r:'Pllf to f E 241' •
p satisfies the inter­

polation conditions

i = 1,... ,111, (2.5)

where {!LiK' is any set of 111 linearly independent functionals from the set
{,\E i ,\ E A}. The set {!Li}~' can always be chosen to include interpolation to
values at each mesh point of 7T which is contained in 24 plus certain linear
combinations of these functionals and certain functionals associated with
interpolation to derivatives on the boundary of 24. For the case of the
L-shaped region these interpolation conditions are explicitly given in [12,
Theorem 2]. For the U-shaped region they are explicitly given in Section 4.
It is shown in [12, Section 6] that the linear projection I:'Pllf offE 24 p, l' onto
8 21'(24,7T) satisfying (2.5) uniquely minimizes [v, v]* = [Ev, Ev] among all
v E 241',1' satisfying

!LiV = !LJ, i = i, ... , m.

We are now ready to state and prove the main result of this section. Let
ira; = maXi I Xi+! - Xi j, if y = maXj I )'j+! -)'j! and if = max{if" ,ify}. In
addition let

II g lloo,Pll = sup{\ gU, u)l: Ct, u) E .0f'}.

THEOREM 1. Let fE .0f'1',P and I' =f - r:,Pllf Then there exists a constant
K independent off and 7T such that

II r(i.il lloo,Pll ~ Kif1'-(1/2l-k[Ef, Ef]I/2, k = max{i,j}, o ~ i, j ~ p-1.
(2.6)

Remark. The theorem will be proved by showing that for each (x, y) E 24,
[(1 - Q(x,y»r](i,f) can be bounded, using a modification of the Sard kernel
theorem, independently of X and y in terms of if 1'-(l/2 l -", where Q(;x,y) is a
projector defined on R with Q(a;,y)1' - O. All of the bounds established in
the proof except for the final inequalities will be needed to establish our
results in Sections 3 and 4 concerning spline interpolation on L-shaped and
U-shaped regions.

Pl'oof of Theorem 1. Let PI be the linear projector of Lagrange inter­
polation onto #1'-1, the space of polynomials of degree p - 1 or less,
defined by

where

l'

(P1 g)(x) = I li(X) g(xi ),
i=1

(2.7)

l'

li(X) = n (x - Xj)/(Xi - Xj),
j=l
j-=Fi

1 ~ i ~ p. (2.8)
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Likewise, let P2 be the linear projector onto :Y1J- 1 defined by

P

(P2 g)(y) = I fiY) gUj),
j~l

where
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(2.9\

v

liy) = n (y - y;)/(yj - 5';),
i=l
i*i

1 ~j ~ p.

Let (x, y) be an arbitrary point in ?/l. Then by the Peano kernel theorem,

P .b

rex, y) = (PI @ P2)(Er)(x, y) + I tly) I R(x, t){Er)lP'o)) (t,)i;) dt
j~I °a

P .d

+ L l.ex) I R(y, u)(ErYO,P) (x; , u) du
i=l ~ c

where

and

.b fd+ I R(x, t) R(y, u)(Er)'P'P) (7, 11) dt dt!
'a c

R(x, t) = (l - P1)(x) g(X, f),

g(X, t) = (x - t)~-l/(p - I)!,

R(y, u) = (1 - P2)(Y) g(y, u),

g(y, u) = (y - U)~-I/(p - 1)1.

(2.11)

There exists (xv, y,J E 7T such that (x, y) E [xv, xv+v-rJ X [Yu , Yu+P-1] C fYI,
Let

where Q1 is the projector defined by

P-1

QIV(X) = I Ci(X) V(Xv+;),
2=0

where
1'-1

Ci(X) = n (x - xv+iJ/(xv+; - xv+j),
j~O

i-#i

and Q2 is the projector defined by

i = O, ... ,p - 1,

1'-1

Q2V(Y) = I ej(Y) V(y,,+j),
j~O
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V-I

ely) = I1 (y - Y,.+i)/(Y,.+j - Y,.+i),
i~O

i,oj

j = O, ...,p - 1.

Then using Lemma 2 of [11] which is a minor modification of the Sard
kernel theorem [13, p. 200], r(i·j)(x, y) can be expressed as

V b

r(i,jl(x, y) = L f Oi+i/ox/ oyi(Kp,n_l(X, Y, t))(Er)<V,Ol (t, )in) dt
n~l a

p d

+ L f oi+i/OXi oyi(Kk_l.V(x, y, u))(Er)(O,pl (X., , u) du
k=l G

+ rroi+i/OXi oyi(Kv,vCx, y, t, u))(Er)<P.Pl(t, u) dt du,
•aGO ~ i, j ~ P _ 1, (2.12)

where

and

Kv,n-l(X, y, t) = (1 - Q)(x,y) (R(x, t) in(y)),

Kk-l.v(x, y, u) = (1 - Q)(x,y) (lk(X) R(y, u)),

Kp,p(x, Y, t, u) = (1 - Q)('",y) (R(x, t) R(y, u)).

n = 1, , p, (2.13)

k = 1, , p, (2.14)

(2.15)

We now state as lemma results proved in [11] which serve to bound the
kernels Kk,n and their first p - 1 derivatives in each variable.

LEMMA 1. There exist constants M s independent of (x, y) E f!ll such that
for 0 ~ i, j ~ p - 1, (t, u) E R

(i) I Oi+iloxi oyi Kv,n-l(X, y, t)1 :'( MfrrP--1-i, n = 1,... , p,

(ii) I Oi+ilox; oyi Kk-l,vCx, Y, u)1 :'( M 2Tr P - 1 - i, k = 1,.." p,

(iii) I oi+iloxi oy; Kp,p(x, y, t, u)1 :'( M 3Tr P- 1 - l , 1= max{i,j}.

In addition for fixed (x, y) E f!ll, Kp,n_l(X, y, t) is nonzero only on the interval
Xv :'( t :'( XV+V- 1 ' 1 :'( n :'( p; Kk-l.p(x, y, u) is nonzero only on the interval
y,. :'( u :'( y,.+p-l, 1 :'( k :'( p; and Kp,p(x, y, t, u) is nonzero only for values
(t, u) E [xv, xv+P- 1 ] x [y,., YUH-I]'

By Lemma 1 of [11], r:'iJdis the orthogonal projection off onto S2 p(f!ll, 17)
with respect to the norm obtained from the inner product (2.4). Thus
[Er, Er] :'( [Ef, Ef]. This, along with the Schwartz inequality and Lemma 1
above applied to (2.12) gives (2.6) and proves the theorem.
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3. CONVERGENCE OF SPLINE INTERPOLATION OVER L-SHAPED R"-'GIONS

Let ft' be the L-shaped region with reentrant corner (eX, (3) anel other
corners at (a, c), (b, c), (b, fJ), (a, d), (ex, d).

Let E be defined by

where

If
E/= ITf

on !£
on R\2?,

with

Since

fy - c,,).i
(Tex pg)(x) = " gUl(lX) ~-.-,~~.

~ L '1
j<p .J.

°~ i ~ P - 1,

on 2ft' n C(R\ft') and (Tf)(P,P) :== 0, it is clear that (3.1) defines a minimal
extension for 2.

Thus

p .d

+ L J [j(O,P)(Xi' y)J2 dy
i~l c

(3.2)

where the Xi are chosen from the interval [a, ex] and the jij are chosen from
[c, fJ].

The main result of the previous section was obtained by applying the
Schwartz inequality to the right hand side of (2.12). In this section we apply
appropriate Holder inequalities to each term on the right hand side of (2.12)
individually. Thus by Lemma I

" ~ 1] "III cHi/oXi oyi(Kp.n_1(x, y, t»(Er)!P'O) (t. ji,,) dt::
'I .,; fl I X. II'

~ (p - 1) M{iT P- i II r(p,Ol(t, jin)~loc , n = 1,... , p, (3.3)

(3.4)
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IIrrOi+ijoXi oyi(Kp ,1'J(x, y, t, u»(Er)<P'p) (t, u) dt du III
a c oo.~

< (p - 1) M 3iTP- 1
11 r{p,p) 11£2(£,) , 1= max{i,j}. (3.5)

THEOREM 2. Let jlp,P) E C(P)(2), p = 2,3. Then there exist constants K"
independent of 7T' and f such that

II r(i,n 1100,2' < K1iT2P- i Ilf{2 P,O) lloo,£' + K2iT2P- i Ilf{O,2 p ) 11",,2'

+ K3iT2P- 1 m~~ II DS(f(P,P)(x, y»Il",,2' ,

1= max{i,j}, 0 < i, j < P - 1, (3.6)

where r = f - 1;:,2'f

Proof The proof consists of bounding the quantities !I r(P,O)(t, Yn)lloo ,
ii r(O,P)(xk , u)lioc. , and il r(p,p) liL2(2') in terms of iT. First, on the line y =.Yn,
[:'2'f is identical to 1:/(x, .Yn), the univariate spline interpolant to f(x, .Yn)
with respect to 7T'1' The results of de Boor [4] imply that for p = 2, 3,
g E Cl2P)[a, b],

(3.7)

where K p is independent of g and 7T'1 • The first two terms of the right side
of (3.6) follow immediately from the application of (3.7) to (3.3) and (3.4)
along with summation over nand k.

LEMMA 2. Let Sj = 1:,2'f For all S E S2P(2, 7T')

(3.8)

with equality if and only if S = Sj + 7J where 'Y)(P,P) - 0 on 2.

Proof Let v E S2 p(2, 7T') and let

P P

v = v - I l;(x)[v(xi ' y) - Sj(Xi ,y)] - I liY)[v(x, 'yj) - slx, 'yj)]
i~1 i~1

p p

+ I L li(x) l;(y)[v(Xi ,'yj) - SlXi , 'yj)],
i~1 i=1

where the l;(x) and I;(y) are defined by (2.8) and (2.10). Thus, v agrees with Sf

along the lines y ==.Yi and x = Xi' Also vlp,p) = vlP,p). Therefore
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which is nonnegative with equality if and only if i5 = Sf , since by Lemma J
of (12) and the discussion in Section 4 of [12), Sf is the orthogonal projection
off onto S2 J'(.P, 77) with respect to the norm il g f!2 = (g, g)* . Q.E.D.

Lemma 2 implies that

( lP /) (P.p) = L P f (p,p)
'fr,.!£? 'If,2,,, ,

where L;,2 is the linear projector on pelf) which associates with each
g EP(P) its best approximation L;'2g in SP(lf, IT) with respecr to the :lorn
il g [I L 2(2) . Rather than attempt to bound

I,/(p,p) LV /(p,p)"
I - ",2 IIL'(2)

directly in terms of iTP, we instead shall find it easier to bound

(3.9)

where § is the quasi-interpolant of degree p - I to PfI,P) as defined i::1 ~5].

The results of [5] imply that

where K3' is some constant independent of if and JLV,P). The last bound in
(3.6) now immediately follows with K3 = (p - 1) lII3K3'(mes(2?»)1/2, Q.E.D.

4. CONVERGENCE OF SPLINE INTERPOLATION OVER V-SHAPED REGIONS

The proof of Theorem 2 was facilitated by the fact thaI II(E/)(p,P) !iL 2(R\2)

was zero. We next consider a V-shaped region, the simplest rectangular
polygon where this simplification does not occur.

Let --PI be the V-shaped region shown in Figure 1

d..----,

c.a'----o..1--...a-2-~b

FIGURE 1

Let E be defined by

-IfEf - IHf
on uil'
on R\~lt,

(4.1)
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where H~I'~2,vg is the Hermite interpolating polynomial of degree 2p - 1
interpolating g E C(P-I)[al , a2] at al and a2 .

By Theorem 3 of [8], Hf minimizes

~. dJ i [v(P,P)(x, y)]2 dx dy,
~l JJ

among all functions v E R~'v satisfying

aiV eij
ani 8ni '

on ao/I n a(R\o/l). Thus the left inverse F of the extension E given by (4.1)
is norm reducing and thus E is a minimal extension for 0/1.

With the X,: chosen from [a, al] U [a2' b] and the )if chosen from [c, ,8];
we have

[Ev, Ev] = fC [v(P,P)(x, y)]2 dx dy + r~2 fd [(Hv)(P,P)(x, y)J2 dx dy
.J'PI •"'1 13

+ f r[v(P,O)(x, )ii))'! dx + f r[V(O,1')(Xi ,Y)J2 dy, (4.2)
~1 a ~l c

where

v-I v-I

+ 2 L L Yi,i,1.2[V(i,P)(al , y) V(i,V)(1X2 ,y)]
i=O j=O

v-I v-I l
+ i~O j~ Yi,i,2[OU,1J)(CX2 ,y)V(j,IJJ(cx2 ,y)]\ dy,

(4.3)
where

and

Yi,i,s = (. M;'l(x) h;;;(x) dx,
oJ

et1

s = 1,2,
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Here the hi,s are the cardinal functions for Hermite interpolation, i.e.,
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The interpolation conditions which determine r::.o/£f, are given by (2.5).
For 11, the {/Li}1' can be chosen to include the set of functionals

..,Ito = {AE 11\ EO.A and IlQ = A},

where Q = EFand Fj=flo/£.
The set .ito includes the functionals associated with (i) interpolation to

values at each mesh point of q't; (ii) interpolation to the first p - 1 normal
derivatives at each boundary mesh point of'lt which is also on the boundarf
of R; (iii) interpolation to cross-derivatives at the corners of R.

Because of our assumption that dim S2P(cf/, 17) <: S21'(R. 7r). there must
exist mesh points i\ ,..., X2V- 2 such that

The remaining interpolation conditions can be chosen to be the set of
functionals

where

/11 = {Ox; @ 8y; I (Xi' Yi) E7T, i = 1,... , 2p - 2; f3 < Yi :::;; d}.

U {8mi @Oai , <Xl < Xi < cx2 ;j c= O, ... ,p - I}.

THEOREM 3. Let j E C(2P,2P)CUlt), p = 2, 3. Then there exiSTS a constant K
independent of7T and j such that

I'( f I P !)(i,i) II
I ~ - ".'1'/ llro.%,

~ KiT2p
- 1 [II j<2P,0) Ilro,-lt + II !(O,2 p ) Ilro,'1't

p 1

+ !I j<2P,P) Ilro,o/£ + i~ II Pi,2p
) Iloc.o/£ + II jC2:u. 2p) /)ro,'2t}

1= max{i,j}, 0 ~ i, j ~ P - 1. (4.4)

Remark. Theorem 3 can be proved in much the same way as Theorem 2
except that for U-shaped regions II(Er)<P'P) Ib(R) does not simply reduce to
II r(V.l') IiL2('1'f). To take care of this complication we have had to assume
more smoothness in!
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Proof of Theorem 3. In the same way as for the L-shaped region, we
bound the terms on the right side of (2.12) individually. For each of the
terms in the two sums we again obtain the inequalities (3.3) and (3.4). The
quantities II r(P.O)(t, Yn)lloo , n = 1, .. " p, and II r(O,P)(Xk , u)lloo , k = 1,.. " p, can
be bounded in the same way as in the proof of Theorem 2. In place of (3.5)
we obtain for the V-shaped region

III fb r 8i +j /8xi 8yi (Kp ,p(x, y, t, u)(Er)lP'p) (t, u) dt du Ii
I a c 1Icx:.,0lt

~ (p - 1) IlJsiiP-111(Er)!PoP) IIL2(R)' 1= max{i,j}. (4.5)

It remains to obtain a suitable bound for !I(Er)(»'P) IIL2(R) •

The arguments used to prove Lemma 2 give the following:

LEMMA 3. Let Sf == I;,"Uf For all S E S2P(0lt, 17)

iI(E(f - Sf»)!P,P) li L2(R) ~ II(E(f - s»(P,P) II L 2(R) (4.6)

,pith equality if and only If S = Sf + YJ where (EYJ)(P,P) = 0 on R.

Thus we can bound II(Er)(P,P) IIL2(R) by obtaining an appropriate bound on

lipP,p) - s(p,p) IIL'("&') + II(H(f - s»(P,P) IIL2(["'l,,,,,Jx[S,d]) , (4.7)

where s = (F"'l @ F"'2)1, where F"lg is the univariate quasi-interpolant of
degree 2p - 1 to g as defined in [5].

The results of [5] imply that for g E C(2 p )[a, b],

II g (i) _ (F g)(i) II ~ C. -2P-i 'I g(2P) II
"1 00 --::: .17x I ll"",[a,b] , o ~ i ~ 2p - 1, (4.8)

where the Ci are independent of g and for i ~ P the C i are also independent
of 171' The arguments used to establish this result actually establish that
for each x E [a, b]

o ~ i ~ 2p - 1, (4.9)

where Ix is a uniformly small neighborhood of x. By an appropriate choice
of certain parameters, namely the Tj, in the formula for the quasi-inter­
polant, for all x E [a, b] the intervals I,. will be contained in [a, b].

For (x, y) E IJI'

l(f - S)(i,j) (x, Y)I ~ 1((1 - F"1) !)(i.n (x, y)1 + 1((1 - F"2) j)(i,j) (x, Y)I

+ i([(! - F"'l) ® (1 - F",,)] /)(i,i) (x, y)\,

o ~ i, j ~p.
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From (4.9), one obtains

1((1 - F
1T1

).f)(i,j) (x, )')1' -" C·iT~"-i I' r(2P,j)(y )")'1
, ~ '1- <I:: : J "'~', I ocJx '

and

Again, by appropriate choice of the parameters, Tj, in the formula for the
quasi-interpolant, one has that for all (x, y) E :rt, Ix X I y E Jk'. Thus

o ~ t, j ~(p, I = max{i, i}, (4.10)

where K' is some constant independent off and 'iT.

In (4.7), one is required to bound (1- s)(P,P)(x, y) on :Jlt and (1- 1)",I')(o.j, y),
j 0= 1,2; 0 ~ i ~p -- 1, on [,8, d). The application of (4.10) to (4.7) along
with the previously established bounds on the single integral terms in (2.12)
leads to the estimate (4.4) and proves the theorem.

Remark. The techniques used to establish Theorems 2 and 3 can be used
to prove similar results for other simple rectangular polygons, for example
T- or H-shaped regions or regions similar to Fig, 4 of [12]. In fact these
results can easily be extended to include any rectangular polygon such that
the intersection with R\!?J( of the lines x = Xi, i = 1,..., P, Y = Yj,j = 1...., P
in the norm for R~'P is null, and for which one can show that (£1)(["1') orc.
R\,f/ll is either zero or can be expressed in terms of derivatives off on dll.
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